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Variational Autoencoders (VAE)

Autoencoder (AE) is a specific type of neural network which
learns how to efficiently compress the input data, encode it
in a lower-dimensional hidden layer (or layers) and then
reconstruct in the best possible way. Among numerous
autoencoders’ applications, the most important are
dimensionality reduction, feature extraction and denoising.

Diagram of a typical autoencoder

Variational Autoencoders (VAE) are used in generating new data.
They often have a different structure – some of their hidden
layers can be higher-dimensional, as we may want to add some
noise to the data. However, the key difference between the
ordinary AE and the VAE lies in the latent space. In the case of
VAE, each input data point is represented in the latent space as
a probability distribution.

Variational autoencoder structure
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Data multiplication in HEP

The generative properties of VAEs become useful when dealing with
datasets that are not big enough. In HEP, such a problem can be
encountered during rare heavy meson decays analysis. VAE allows us
to use the existing samples to create new ones. Selected results of
such an approach are presented below:

VAEs are also capable of reconstructing correlations between the
variables:

Future plans

We aim to produce large samples of
multiplicated events, which would successfully
reconstruct the invariant mass of the parent
particles.

However, the most important aim yet to be
achieved is to use multiplicated samples to
significantly improve the performance of
classifiers in the selection process.
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D-meson 4-momentum – comparison of original samples and those generated using VAE

Correlation matrices for original samples and those generated using VAE.  4-momenta of D meson decay 
final states were used as input features. 
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